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A little bit about 
the problem, and 
then on to some 
solutions.



One of the bigger 
problems of p-values 
is their use as a 
threshold to publish.





And this is where we 
put the non-
significant 
results.



Most published 
findings confirm the 
hypothesis (Fanelli, 2010)



Non-significant studies 
should be expected: 

0.8×0.8×0.8×0.8=0.41



As long as a research 
area doesn’t share all 
results, it’s not a 
quantitative science.





There can be 200 
published studies 
with p < 0.05, but no 
true effect.



Publication bias 
can not be 
corrected, but it 
can be detected.





P-curve Analysis



What do p-values 
look like from 100 
studies with an 
effect size of 0?





What do p-values 
look like from 100 
studies with a 
true  effect?





P-curve analysis:
Test whether a set
of p-values has 
evidential value.



Key to the file-
drawer: Test is 
only performed 
on p < 0.05!





Does the p-value 
distribution look 
like one with or one 
without an effect?





Looking at Elderly 
Priming and 
Professor Priming.
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You can use this 
technique for small 
sets of p-values 
(with care!).









A theory might be 
true, the data just 
don’t provide 
evidence for it.



P-curve tells you if 
significant p-values 
look more like a 
true or null effect.





How do you 
determine the 

sample size for a 
new study?



Small samples have 
large variation, more 
Type 2 errors, and 
inaccurate estimates.



Schönbrodt & Perugini, 2013





Studies in psychology 
often have low 
power. Estimates 
average around 50%.

Cohen, 1962; Fraley & Vazire, 2014



One reason for low 
power is that people 
use heuristics to plan 
their sample size. 



You need to justify 
the sample size of a 
study. What goal do 
you want to achieve?







Planning for accuracy
Select a sample size 
based on the width of 
the confidence interval

Maxwell, Kelley, & Rausch, 2008







Planning for power
Select a sample size 
based on probability 
of finding p < 0.05.



Planning for power
Yesterday’s "Sample 
size in psychology 
research” workshop
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Take care when using 
effect sizes from the 
literature. Publication 
bias inflates effects.



If effect sizes are 
uncertain sequential 
analyses let you look 
at data as it comes in.



Optional stopping: 
Collecting data until 
p < 0.05 inflates the 
Type 1 error.



A user of NHST could 
always obtain a 
significant result through 
optional stopping.

Wagenmakers, 2007





Sequential analysis 
controls Type 1 error 
rates (e.g., Pocock
correction).



Wald, 1945





Pocock Boundary
Number of 

analyses
p-value 

threshold
2 0.0294
3 0.0221
4 0.0182
5 0.0158



Increase power by: 
1) Decreasing 
measurement error



Increase power by: 
2) Using within designs 
(when within-measure 
correlation > 0.5)



Increase power by: 
3) Increasing variability 
(e.g., use 7 or 9 instead 
of 3 or 5 answer scales)



Increase power by: 
4) Use one-sided tests 
(if you have a 
directional prediction)
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Share non-significant 
results (for novel and 
replication studies).



Share data, code and 
materials to make 
science more 
efficient







Pro‐Self
(no sharing, 
file‐drawer, 
p‐hacking)

Pro‐Social
(data sharing, 
replication,

pre‐registration)

Pro‐Self
(no sharing, 
file‐drawer, 
p‐hacking)
Pro‐Social

(data sharing, 
replication,

pre‐registration) 
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Thanks!

@Lakens
http://daniellakens.blogspot.nl/


